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Abstract

The big data concept has been explosive, revealing, and transformative across manufacturing industries as it provides deeper insights into manufacturing operations for decision-making. However, big green data (BGA), a dedicated subset of big data, is not adequately structured for comprehensive sustainability analysis, particularly in smart factories. With our proposed green data balance (GDB), there will be accountability for each input and output composition in a production unit within the production value chain (PVC). Data will be exhaustively and accurately collected in each workshop to help uncover unknown issues in a production value chain while facilitating the development of sustainability metrics or index systems. Additionally, a structured big green data system will fuel “greentelligence”, using intelligent systems and technologies to speed up digitalization toward sustainable manufacturing by measuring, tracking, and minimizing adverse environmental impacts. Lastly, with the support of the cognitive intelligence data analytic system (CIDAS), real-time and near real-time comprehensive sustainability analytics can be performed, leading to Self-X metacognitive adjustments and corrective actions.
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INTRODUCTION

Going green is the next global competition, the next revolution across industries. In manufacturing, going green means implementing green engineering practices into the production value chain to promote...
sustainability. These practices include green engineering design, the use of pollution-reducing processes and products, holistic systems analysis, and the integration of environmental impact assessment methods and environmentally benign materials and energy inputs and outputs, as well as other eco-friendly and efficient principles[1]. As manufacturing becomes smarter, industries progressively use sensors to capture data across a product’s life cycle[2]. This progression has profoundly impacted how products are manufactured, particularly with sensor-laden facilities continuously monitoring and gathering data across a product’s life cycle, providing real-time and near real-time insights to understand their operations better. With the help of the Internet of Things (IoT) and sensor integration technologies, data on manufacturing operations such as pressure and temperature are continuously measured, monitored, and reported through manufacturing information systems[3]. These datasets come with different attributes, i.e., the volume of data, the velocity of data streams, the variety of data types, their veracity, and the value of the data, thus making the data complex and challenging[3,4]. The aggregation of these datasets (with variations in parameters) into more extensive and complex forms is described as big data. Besides the challenges, big data analysis has created opportunities for manufacturers of all types, from data-driven innovation to improving products, from enhancing real-time visibility to reducing costs, and from utilizing data to better manufacturing operations while providing actionable insights.

Presently, the big data concept has been explosive, revealing, and transformative across manufacturing industries as it contributes to revolutionizing manufacturing. Across a product’s life cycle, big data analytics helps manufacturers streamline their objectives by optimizing resources, reducing carbon emissions, and emphasizing all critical sustainability factors[4]. Fortunately, smart manufacturing operations generate big data to provide visibility and scientific and statistical evidence to help accelerate green manufacturing objectives. For instance, Bevilacqua et al., in partnership with an Italian manufacturing company, developed an IoT-based energy management framework that uses big data analytics to improve energy efficiency in production systems[6]. Their framework facilitates the discovery of machine energy trends with strategies to improve energy-efficient decision-making in a production system with a multi-layer model: data collecting, data management, and data analytics layers. Therefore, as production digitalization increases across manufacturing industries, so does big data, allowing for a more in-depth analysis of processes and operations inside a manufacturing system.

Research gaps in big green data for greentelligence
Big data powers “greentelligence”. Greentelligence is the use of intelligent systems and technologies to accelerate digitalization towards sustainable manufacturing. For greentelligence to be purely effective and efficient, it must run on big green data - large datasets that hold environmentally sensitive information for monitoring, pattern identification, analysis, and optimization. Consequently, greentelligent manufacturing operations can deliver greener products by reconfiguring industrial processes and product designs, reducing waste and emissions, minimizing natural resource use, and improving energy and manufacturing efficiency[7].

However, the nexus of green manufacturing and big data reveals some vulnerabilities. First, the big green data (BGD) characteristics in production are not explicit. Although some research has attempted to link big data and green manufacturing, there are limited standardized metrics or index systems for measuring big green data on production units, mainly for smart manufacturing. Metrics are relevant, especially in this age of data revolution. Thus, establishing standardized sustainability metrics contributes significantly to driving green-targeted goals in manufacturing. Standardized sustainability metrics (SSM) are benchmarks for measuring and tracking the performance of sustainability-related factors (such as energy, materials, greenhouse gases (GHG), and other forms of pollution) on the environment. SSM can assist in making sustainability-informed decisions such as fine-tuning operations towards greener goals, developing efficient
sustainability impact assessment methods, and even elevating the company’s image and identity. Nevertheless, the absence of SSM limits exposure to identifying varying potential impacts of pollution on the environment, which could otherwise help streamline green-related operations. It is, therefore, prudent to gather and assess green data on the factory floor by considering the processes, production lines, methods, or techniques, as well as any activity that may have an adverse effect on the environment. In light of this, performing multi-perspective analytics on each operation within a defined area can deliver comprehensive information for innovative decision-making toward zero-waste manufacturing\cite{8}. That is, tracking manufacturing operations can identify waste spots and recommend effective and efficient solutions.

Second, manufacturing is gearing towards the next paradigm, the use of cognitive systems and technologies. For instance, IBM is exploring cognitive manufacturing by unifying millions of data points from systems to generate actionable insights across the whole value chain, from product design to operations and customer service\cite{9}. Besides, Zheng et al. presented a Self-X cognitive manufacturing network, which introduces a multi-agent reinforcement learning method based on industrial knowledge graphs and other related works\cite{10}. Generally, researchers are investigating the use of cognitive technologies across a product’s life cycle in various industries. Hence, this paper proposes adopting and implementing cognitive intelligence-enabled systems to facilitate green manufacturing objectives. The recent advancements and publications on the conscious Turing machine\cite{11}, cognitive computing\cite{12}, cognitive manufacturing\cite{13}, cognitive intelligence-enabled manufacturing systems\cite{14}, and related fields provide the opportunity to research the technology’s applicability in green manufacturing.

Indeed, big data is crucial and fundamental for cognitive systems to achieve higher performance. Thus, for sustainability operations to be effective in the production value chain, precise and structured BGD is required, where data collected via sensors and IoT technologies can contribute toward developing a zero-waste factory. However, simply collecting data is not enough. Instead, a structured mechanism for collecting, calculating, and analyzing data is required to provide better insights into achieving resource optimization while minimizing waste.

Research questions
Using a data-driven approach to implement sustainability in manufacturing offers industries a better perspective on their operations. After all, manufacturing and big data are symbiotic and pivotal in advancing industrial operations. Similarly, BGD, a dedicated subset of big data, plays a critical role in reconstructing manufacturing processes in ways that support sustainability. Therefore, as academics and manufacturing industries fight for a shared cause to achieve greening in manufacturing, we pose two research questions:

- How detailed should big green data be in the production value chain (PVC)?
- How can cognitive intelligent systems use big green data (BGD) to tackle sustainability issues?

In the following, we propose some techniques and methodologies for exploring sustainability issues in the PVC using BGD, where the leaner, the better. Data analytics using cognitive intelligence is also discussed, particularly on how cognitive intelligent-enabled systems can efficiently enhance green manufacturing.

BIG DATA FOR GREENTELLIGENCE
Big data offers industries tremendous opportunities, as it empowers them to adopt data-driven strategies to become more competitive\cite{3}. With innovative connective technologies, smart factories monitor and collect
data across a product’s life cycle, including manufacturing operations. This helps industries gain broader insights into making better decisions. To adapt to an increasingly complex and dynamic environment, smart factories use data and technology to monitor and improve operations, making them flexible and efficient. In fact, smart factories are not perfect; they have blind spots. However, to gain the broadest possible insight into green manufacturing operations and identify waste, smart factories must use digital technologies to monitor and collect data across the production value chain to comprehensively analyze green-driven activities [Figure 1]. As a result, they can use those data to adjust the manufacturing process, improve the design, and produce sustainable products. For instance, in manufacturing operations, aggregating every measurable green data per production unit on the shop floor can provide extensive information on resource usage, waste generation, and GHG emissions through BGD analytics. Production units in this paper refer to a process, method, or technique used to manufacture a product (part or whole) within a defined area.

Generally, big data analytics influences green manufacturing strategies by extracting meaningful information from data, whereas green manufacturing provides complete mediation between big data analytics and environmental performance [15]. As a result, areas that prove challenging or fall behind in meeting green goals can be overhauled for the better. Hence, with the help of intelligent technologies, methods, structured green data, and big data analytics, sustainability solutions can be effectively and efficiently implemented in the production value chain (PVC). Considering this, we suggest enhancing big data within the production value chain (PVC) as a fraction of the product life cycle. Given this, we describe the production value chain as the operations between raw material reception and end-user delivery. Data generated in this phase, PVC, are mostly process, energy, material, and/or equipment related. Thus, for the purpose of streamlining procedures, fostering innovation, and facilitating sustainability-driven decision-making, these data offer greater insights into manufacturing operations.

**Developing a green data balance**

Manufacturing sectors are achieving total material and energy balances in their operations. Generally, material and energy balances are forms of data representation used to identify and quantify losses (energy and material) and emissions in production units. For instance, an energy balance reveals how products are transformed into one another, highlights the various relationships among these products, and allows for the visualization of the energy consumption in a defined system [16]. Comparably, green data balance (GDB) provides a holistic flow analysis in ratio forms, input to output. Therefore, extending this concept of balancing to green manufacturing advances sustainability goals by providing detailed data structuring, leading to an in-depth understanding of the direct and indirect impacts of manufacturing operations on the environment. In addition, it can unearth new information to aid in the development of short- and long-term sustainability roadmaps. Thus, based on this concept of balancing, merged with a detailed flow analysis of green manufacturing operations, we coin the term “green data balance”.

A green data balance is a balancing technique for gathering sustainability-related information in a system by accounting for and balancing the input to output data at each node of a production unit using Equation (1) [Figure 2]. The green data balance is a sustainability data gathering framework for understanding and improving environmental assessment.

\[
\text{Input} = \text{System consumptions} + \text{output} \tag{1}
\]
Figure 1. The scope: a production value chain, which is a fraction of the product life cycle.

Figure 2. General view of a green data balance on a production unit.

It represents an exhaustive and accurate data flow (in forms such as material, energy, and other components) via the production unit at the input, system consumption (such as energy and material where applicable) and output levels (in the form of products and general wastes). In addition, it offers manufacturers the opportunity to gain new insights by extracting more detailed information in a production unit, revealing new green-related data where possible. As shown in Figure 2, any input in a production unit must be declared and documented on a component basis. This is followed by calculating the amount or rate of consumption in the system during operations and, finally, identifying and recording the output compositions. By obtaining and balancing green data on the unit, engineers can simultaneously perform both quantitative and qualitative studies, leading to greater knowledge acquisition at the input, process, and output levels. As a result, manufacturers will have statistical data to support their deep analytics, enabling them to gain a more comprehensive understanding of their operations and create environmentally friendly, productive solutions.

To explore this theory of GDB, we extended the working principles shown in Figures 2 and 3, based on a sample case study by Liu et al. on the critical life cycle inventory for the aluminum die casting workshop[17]. Each process flow was examined in their case, along with data visualization on resources and emissions.
based on a life cycle assessment approach. Although the data flow analysis was detailed and considered major green metrics, further analysis of the input-to-output ratio per unit in the PVC could yield a more comprehensive output. For instance, information on the types of equipment or technology used in their operation within a defined unit, and their corresponding energy consumption for a given timeframe could lead to determining what technologies and equipment are most suited for achieving a defined environmental target. To be more precise in our illustration, we focus on the holding and pouring unit in the casting processing stage in Figure 3 to show other variables that can be considered to balance the input variables. It is observed that each unit has information on energy input (electricity and natural gas), material inputs, and other components. However, the output data do necessarily balance on each unit. For each energy source, we do not have data to account for all the respective emissions and the same applies to the material processing. Even though CO₂ emissions were recorded, we are unable to identify specific energy types for each category that generated the corresponding emissions, specifically other greenhouse gas emissions per production unit. With a GDB, this should be calculated and documented.

In fact, while CO₂ makes up a large fraction of greenhouse gases, the other GHG compositions are also a threat to our environment, and that is one of the benefits of adopting a green data balance, as it delves deeper into operations to help assess their direct and indirect impacts on the environment.

Furthermore, GDB can enhance life cycle assessment (LCA) and vice versa, as well as probably make LCA processes easier across the PVC. It can help resolve the issue of data uncertainty and create a readily available sustainability-related database for referencing and modeling, challenges stipulated by Curran in LCA. LCA is defined as “a tool to assess the environmental impacts and resources used throughout a product’s life cycle, i.e., from raw material acquisition, via production and use phases, to waste management”. It is a widely used methodology for assessing the environmental impacts associated with a product’s life cycle. This means sustainability-driven accountability and, in this case, a GDB for each unit at a compositional system level. Take, for example, the holding and pouring unit in Figure 3B; here, manufacturers can distinctly classify the output into product components (parts or whole) and waste (recyclable and non-recyclable and varying forms of emissions). By using the LCA approach, manufacturers can compute the greenhouse gas emissions per production unit by referencing the GHGs and materials factsheet. This includes the types of materials and the type of energy used in processing the product in each unit. During production, manufacturers can record and perform energy analysis to determine the energy consumed to produce a unit of a product, which serves as a reference for calculating the amount of GHGs per 1 kJ. In addition, for each waste stream that exits the system boundary, it should allocate the equivalent emissions. For instance, if 100 kg of material were fed into a system for processing with 90%
product output and 10% waste, we would need to allocate the emissions value for the waste on the said unit.

To obtain a more holistic view of the system boundaries, manufacturers may perform simulations for different production units (using the data balance principles in Figure 3) to aid in identifying weak spots and facilitate decision-making strategies. This classification can be more thorough and balanced on the unit in terms of energy, material usage, waste, and all forms of emissions produced and other applicable treatments. For example, energy is a key resource in manufacturing; therefore, adopting this principle of green balance can push for a comprehensive energy performance analysis, considering the variation in energy consumption behavior in machine workshops\(^{[21]}\). Hence, it can facilitate the energy usage tracking processes, determine the areas with higher energy consumption and which operations ignite higher consumption levels, and provide general usage statistics. In addition, it can boost innovative decision-making strategies by acquiring reliable data for energy modeling in terms of monitoring, consumption, performance, and optimization\(^{[21,22]}\).

Besides energy, the same principle can be applied to other green-sensitive elements. Primarily, adopting a green data balance can facilitate the development of sustainability metrics or index systems for measuring sustainability across the PVC since it can establish relationships between usage and impacts. In this context, usage refers to measuring the progress of key environmental metrics such as resource consumption against standardized indices. For instance, based on their consumption rate, where a higher consumption rate may infer more emissions depending on the type of energy source, manufacturers can perform sustainability assessments to track the impacts of these resources on the environment while developing mitigation strategies to keep manufacturing operations sustainable.

**Cognitive intelligence-enabled data analytics for green manufacturing**

Future computer system designers are beginning to prioritize a system’s ability to self-repair, self-organize, adapt to changing workloads, and interact dynamically with other systems while anticipating user activities\(^{[23]}\). The motivation is to provide computers with artificial cognitive abilities to make categorical judgments and decisions. Generally, humans can assess a situation, determine what is required to attain a goal, predict the outcome, and take the necessary actions while adapting\(^{[24]}\). Using perception - the process of identifying, transforming, and interpreting sensory information - humans can create meaning for information received from their environment\(^{[25]}\). These processes of sensation, perception, and identification lead to cognition, the act of perceiving and knowing\(^{[26]}\). Likewise, cognitive systems require big data to learn and acquire knowledge and exhibit cognitive intelligence through Self-X features. In this paper, the term “Self-X” refers to the cognition of a system that makes it conscious of its surroundings and, as a result, causes it to make decisions to keep itself in check. Some Self-X attributes include self-monitoring, self-adaptation, self-diagnosis, self-configuration, and many others. An application of selected self-X attributes was tested by Zheng et al. by performing a visual reasoning-based approach for mutual-cognitive human-robot collaboration using advanced cognitive computing\(^{[27]}\). Additionally, Park and Tran adopted cognitive abilities such as perception, reasoning, and cooperation in developing an intelligent agent-based manufacturing system on the manufacturing shop floor; where the system experiences disturbances, the system self-adjusts\(^{[28]}\). Therefore, in a manufacturing environment, machines with embedded cognitive features can acquire green knowledge through green data acquisition with the help of machine perceptions. Machine perception is the ability of a computer system to understand data in a way that is similar to how humans interact with the world around them using their senses\(^{[29]}\). By using machine senses (sensor networks including cameras, thermometers, microphones, electrodes, electronic noses, etc.), machines gather different formats of data. These large datasets form a knowledge layer that aids in tackling real-time complex problems.
Cognitive intelligence-enabled systems are knowledgeable systems that mimic human cognitive abilities to solve complex problems in a defined environment\[^{14}\]. Using Self-X cognitive abilities, cognitive systems optimize multi-modal data resources (numeric, texts, images, or video) to self-configure, -optimize, and -adapt\[^{24}\]. Supported by enabling technologies such as machine learning, deep learning, knowledge graphs, cognitive computing, reinforcement learning, and others, the cognitive system can self-learn and -unlearn. An example is AlphaGo Zero, a self-taught piece of computer software by Google’s DeepMind group; it uses reinforcement learning to master the game of Go\[^{30}\]. By playing against itself, it learns the patterns and errors and becomes its own tutor. At a cognitive manufacturing network level, Zheng et al. explored an industrial knowledge graph-based multi-agent reinforcement learning approach that utilizes high-level Self-X capabilities, such as self-configuration, -optimization, and -adjustment\[^{10}\]. The study was supported by an illustrative example of a multi-robot reaching task to validate the proposed approach. In addition, Leng et al. proposed a loosely coupled deep reinforcement learning approach to precisely forecast the cost, makespan, and carbon footprint of orders for printed circuit boards and maximize material consumption across the production process\[^{31}\].

These enabling technologies can utilize algorithms that mimic metacognitive abilities such as human cognition. Metacognition is described as cognition about cognition: assessing and reflecting on one’s thought processes to help fine-tune other cognitive processes, safeguarding against errors and confusion, and data management to increase efficiencies\[^{32}\]. Self-monitoring, -planning, and -evaluation are examples of metacognitive skills that can assist a system in reflecting on its performance. Therefore, the metacognitive task may involve explaining errors in the cognitive tasks or selecting between cognitive algorithms to carry out reasoning functions\[^{33}\]. Machines with these capabilities can detect problems early, self-adjust, and take corrective action\[^{14}\].

A cognition model is shown in Figure 4. The cognitive intelligence data analytics system (CIDAS) begins with operation monitoring, sensation, and real-time/near real-time data gathering (where applicable) using machine perceptive technologies - machine perception. In this paper, real-time data (RTD) refers to data that are collected instantly and sent to receiving systems on time and without delay, whereas near real-time data (NRTD) indicates data that are gathered before, during, and after operations and enter into the system’s live database (requiring a live Internet connection) with a defined latency while maintaining data current online. Subsequently, data are accumulated and translated into machine processing formats, resulting in knowledge acquisition and storage within the cognitive data processor - knowledge acquisition and encoding. Then, the system performs a self-greening analysis, a form of semantic reasoning, by comparing real-time data to SSM standards (standard operational reference metrics) to derive meaning from the analytics. Based on the system response, as indicated in Equation (2), the system may notify engineers of the outcomes for authorization to self-adjust where necessary. Generally, a cognitive intelligent system is not necessarily responsible for making the final decisions; instead, it supplements information on the fly for engineers to make the necessary decisions\[^{14}\].

In the case of CIDAS, its main role is to perform cognitive analytics; thereafter, when and where necessary, it may self-adjust by exhibiting Self-X characteristics such as self-optimization or -configuration. Analytics from CIDAS may warrant diagnostics or prognostics to keep green manufacturing objectives in check by displaying statistical evidence in the form of data visualization or other data communicative formats. Acting as a machine expert, a cognitive system can use big data analytics to investigate the root causes of problems and give recommendations for decision-making and implementation by using historical and real-time data.
On matters of sustainability, cognitive data analytics can be more detailed by adopting the green data balance principles and data analytics. By comparing input data to output data, CIDAS can perform comparative analytics and identify “green” weak spots. Green data balance helps in data structuring, thus contributing to analytics and reasoning for deeper analytics. As a result, manufacturers get foreground knowledge on resource usage (such as energy and material usage) and waste streams. It can also identify new forms of waste that were overlooked in previous processes. After all, the objectives of green manufacturing are to incorporate environmental performance indicators into PVC to prevent resource depletion or replace raw materials with eco-friendly alternatives, maximize energy efficiency, minimize the use of hazardous materials, and reduce emissions and other pollutants as well as the effects they have on the environment. With CIDAS, achieving these objectives is more feasible since data collection per production is very detailed. As a result, BGD analytics becomes very comprehensive and provides up-to-date information for green decision-making.

In addition, other relevant operations, such as waste classification, as depicted in Figure 3, can be performed. Hence, providing detailed analytics on the amount and types of waste generated and how they are generated can contribute to the development of sustainability metrics or index systems. Moreover, innovative recommendations on energy optimization and waste minimization can be discussed and implemented to boost manufacturing operations toward a zero-waste factory. Prognostics are another attribute, where anticipated deviations from the normal operating range that can negatively impact the environment are reported to the engineering team for a timely assessment. This can include issues such as emission prevention and reduction and safety problems. With their metacognitive features, the system is self-aware of deviations from standard green manufacturing processes and adjusts where necessary. In situations where deviations are perceived in advance based on pattern identification, engineers may perform prognostics to avoid any form of environmental degradation.

On the issue of ensuring green manufacturing practices, the system response in CIDAS serves as the prompt within the cognitive data processor (CDP) [Equation (2)]. Thus, in the event that real-time or near real-time operations data do not correspond to the anticipated standard sustainability metric (SSM), notifications will be issued to operators prior to self-adjustment. Another technology that can play a vital role in the effectiveness of CIDAS is the cognitive digital twin (CDT). To obtain a deeper understanding of
manufacturing operations and enhance decision-making, a cognitive digital twin can provide real-time simulation through a series of semantically connected digital models representing various stages of the physical system with specific cognitive abilities and assistance to carry out autonomous actions \cite{34,35}. Similar to conventional simulation software, cognitive digital twins can assist companies in comprehending the effects of decisions as well as the relationships between various factors, such as the effects of changing one variable on another. By relying on data from the physical manufacturing system, a CDT bridges the gap between digital and physical manufacturing worlds by creating digital replicas that can be used to simulate real-time behavior and respond to changes in a similar fashion to real-time manufacturing. Consequently, by gaining insights from the real system, manufacturers can understand and improve the performance of physical systems through effective decision-making processes. Other types of simulations can be carried out by testing various scenarios and using online data to create models that imitate the behavior of a current or proposed system. These models can then be used to support decision-making. The systems response equation can also be used for operation evaluation to identify deviations, hence enabling in-depth analysis and interpretation to be improved.

\textbf{System Response: } \text{RTD/NRTD} \leq \text{SSM} \text{ or } \text{RTD/NRTD} \geq \text{SSM} \quad (2)

\textbf{PROOF OF CONCEPT, CIDAS—AN ILLUSTRATION}

In a regular manufacturing operation, as shown in Figure 5, machine perceptions use sensor networks to collect data across the PVC. Data gathered across the PVC makes up the big data - the perception stage (self-awareness). Big data at this stage includes different categories of data, specifically sustainability-related data (big green data), in the form of texts, images, videos, and sound, depending on the industry. With the help of enabling technologies, raw data formats that reach the cognitive processor are translated into machine-readable formats for analysis. By using real-time or near real-time data and standard sustainability metrics, CIDAS performs big green data analytics - the evaluation stage. Consequently, deviations in the real-time data are detected and reported for interactive assessment and decision-making at the decision-making stage.

Sustainability deviations detected in a production unit include temperature, greenhouse gases, energy, and material waste. Using the holding and pouring unit in Figure 3B as an illustrative case study, green-related data in and out of the production unit are monitored and recorded. With the help of machine perceptive technologies, big data is accumulated as described above for the perception stage. Data gathering is done in two categories (real-time and near real-time collection) where applicable. For instance, real-time data are collected by a network of sensors consisting of critical production data on the temperature within the holding and pouring unit (such as the equipment and/or machine or operations temperature data). With the help of IoT technologies, the temperature data gathered are continuously processed and analyzed. As a result, manufacturers gain insights about deviations or problems during cognitive analytics for rectification.

In the same format, near real-time data are gathered but at a delayed pace and enter into the local network and later into the online database. Near real-time data cover indicators where the real-time collection may be unlikely, such as energy consumption, GHG, and waste heat. For instance, IoT technologies can interact with system applications to track the energy consumption rate of machines or equipment and then record the data. Additionally, utility meters, such as power or electric meters, can be used to obtain data in close to real time. Data acquired can be transmitted via the local area network and updated over the Internet with minimal latency.
Regarding other green indicators such as GHG emissions, calculations based on referencing the GHGs and materials factsheet describe the emissions per production unit. By capitalizing on continuous monitoring of all connected systems and machinery within the production unit, manufacturers can obtain accurate, detailed, and up-to-the-minute data on energy consumption from every production unit. Subsequently, CIDAS performs cognitive analytics to illustrate how energy is consumed and when and where there are deviations; engineers can take evidence-based action to keep operations in check by identifying waste-generating spots and developing mechanisms to control them.

In addition, where necessary, the machine may self-adjust to maintain standard green operation. These indicators can have their data monitored and recorded using machine perceptive technologies. However, the data stream may be delayed and will have a defined near real-time latency. Regardless, given the available big green data from the holding and pouring, CIDAS performs cognitive analytics by relying on the system response functions. Based on the outcome of each analytics process, the system may perform Self-X adjustments (including self-configuration, -optimization, and -adaptation where necessary) or provide engineers the information for corrective measures, i.e., prognostics or diagnostics.

**CONCLUSION**

This paper explores two concepts: green data balance (GDB) and cognitive intelligence data analytic system (CIDAS) for analyzing big green data (BGD). With the digitalization of manufacturing comes the rise of big data, of which BGD is a subset. However, there are limited data structures for collecting sustainability-related data for analysis in detail per production unit, as described in Figures 2 and 3. Therefore, using methodologies such as data balance can contribute to facilitating the monitoring of input compositions on a production unit while accounting for the output on the same unit. This process will not only increase the level of accountability in each job shop but can also help unearth unknown issues in a production value chain while facilitating the development of sustainability metrics or index systems for measuring sustainability across the production value chain. Although green data balance may be challenging, it can contribute to developing clearer green data structures, data collection, and reporting and interpretation, which can lead to cleaner production. Most importantly, the principle of green data balance is applicable not only to the production value chain but to other fields that seek to achieve greener goals. In addition, the principle of green data balance can be added to educational curriculums to initiate green reasoning among future generations. The conversation on how detailed green data generation and analytics must happen
now, as our future depends on it.

CIDAS can enhance sustainability efforts by giving companies a competitive advantage over their industry peers. It can also contribute to the development of innovative solutions or dynamic roadmaps for future sustainability issues, such as facilitating the development of sustainability metrics or index systems. Cognitive intelligence-enabled systems are the future of computing, and thus employing such technologies in manufacturing can contribute to digital innovation solutions, strategic reasoning, and planning. Most importantly, it can contribute significantly to solving sustainability issues in manufacturing, as shown in Figures 4 and 5. Hopefully, CIDAS can help incorporate environmental performance indicators into PVC to prevent resource depletion or replace raw materials with eco-friendly alternatives, maximize energy efficiency, minimize the use of hazardous materials, and reduce emissions and other pollutants, as well as the effects they have on the environment.

Going forward, we hope to experiment with data balance as a case study and explore other green-related fields, such as green graph modeling and graph-enabled reasoning.

DECLARATIONS
Authors’ contributions
Conceptualization: Agbozo RSK, Peng T
Formal analysis: Agbozo RSK
Methodology: Peng T, Cao H
Validation: Peng T
Discussion: Cao H
Writing-original draft: Agbozo RSK, Peng T
Writing-review & editing: Agbozo RSK, Peng T, Cao H
Visualization: Agbozo RSK
Supervision: Peng T, Tang R
Resources: Tang R
Funding acquisition: Tang R

Availability of data and materials
Not applicable.

Financial support and sponsorship
None.

Conflicts of interest
The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Ethical approval and consent to participate
Not applicable.

Consent for publication
Not applicable.
REFERENCES


