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Supplementary Table 1. Raw features and their calculation formulas, where �� in the
formula represents the molar ratio of each element
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Supplementary Table 2. Representative models including XGBR, RFR and AdaBoost
are chosen for modeling without feature filtering, where R2 and MRE are used as
assessment indicators

Supplementary Table 3. Hyperparameters selection and performance of different
models. Grid search and cross-validation are used to search for and optimize the
hyperparameters of various models in order to improve the model prediction effect

XGBR RFR AdaBoost Ridge Lasso

R2 0.817 0.794 0.720 0.693 0.696

MRE 0.239 0.357 0.516 0.506 0.511

Model R2 1-MRE -RMSE Hyperparameters

HistGBR 0.83 0.78 -187.56
max_iter=200, learning_rate=0.17,

min_samples_leaf=10

XGBR 0.83 0.77 -190.93
max_depth=4, learning_rate=0.2,

n_estimators=160

ERT 0.81 0.72 -200.31 max_depth=16, n_estimators=200

LGBMR 0.78 0.69 -218.6
num_leaves=10, learning_rate=0.5,

n_estimators=100

GBR 0.77 0.7 -220.45 max_depth=10, max_leaf_nodes=10

RFR 0.76 0.68 -217.5 n_estimators=200, max_depth=9

AdaBoost 0.72 0.46 -252.55 n_estimators=200, learning_rate=0.9

GPR 0.69 0.69 -259.18 alpha=0.05

KNN 0.66 0.46 -275.26 n_neighbors=2

LR 0.61 0.43 -294.63 n_jobs=1



Supplementary Figure 1. The outcomes of 10 times 10-fold cross-validation
comparing conventional machine learning and multiple stacking ensemble models on
the training set.



Supplementary Figure 2. Fitted scatterplot for experimental data by the model based
on XGBR, RFR, AdaBoost, Ridge, Lasso.





Supplementary Figure 3. Area map of 59 out-of-packet data predictions based on the
same features.

The orange area is where the predicted value exceeds the experimental value, and
the white area is when the anticipated value is less than the experimental value. The
model has a stronger prediction effect on data with yield strengths less than 1000 MPa,
according to the area comparison.



Supplementary Figure 4. Individual conditional expectation (ICE) and Partial
Dependence (PDP) plots for 7 key features.

PDP plot depicts the average effect of a set of features, whereas ICE plot
eliminates non-uniform effects and visualizes the prediction's dependence on features
for each sample separately, with each sample represented by a separate line.

Supplementary Figure 5. Parallel coordinate plots illustrate the ratio of alloy elements
with outstanding mechanical characteristics discovered by DBO in the CrNbMoV
system at 1000 degrees Celsius and the CrTaWV system at 1200 degrees Celsius. Each
line in the picture depicts a RHEA with element ratio data, the redder the hue, the
higher the alloy's yield strength(YS) value.



Supplementary Table 4. The coefficients and intercept of second-order polynomial
regression.

The first row in the table represents the coefficient for the primary term, and the
first from left to right is the error term.The remaining positions represent the
coefficients before the quadratic term, and the product of the corresponding horizontal
and vertical table heads of the coefficients is its quadratic term.
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