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Abstract
Movingobject detection is a challenging task in the automaticmonitoring field, which plays a crucial role inmost video-
based applications. The visual background extractor (ViBe) algorithm has been widely used to deal with this problem
due to its high detection rate and low computational complexity. However, there are some shortcomings in the general
ViBe algorithm, such as the ghost area problem and the dynamic background problem. To deal with these problems,
an improved ViBe approach is presented in this paper. In the proposed approach, a mode background modeling
method is used to accelerate the process of the ghost elimination. For the detection of moving object in dynamic
background, a local adaptive threshold and update rate is proposed for the ViBe approach to detect foreground and
update background. Furthermore, an improved shadow removal method is presented, which is based on the HSV
color space combined with the edge detection method. Finally, some experiments were conducted, and the results
show the efficiency and effectiveness of the proposed approach.
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1. INTRODUCTION
The real-time detection of moving objects is an essential task in the computer vision field, which has wide ap-
plications, including target tracking, video surveillance, abnormal behavior analysis, intelligent robot, etc [1–5].
There are still many challenges of the moving object detection under natural scenes, such as illumination
changes, swaying leaves, and shadow changes [6,7]. Therefore, it has attracted more and more attention from
researchers recently.

There aremany research achievements inmoving object detection. For example, Sengar andMukhopadhyay [8]

proposed a motion detection method using block based bi-directional optical flowmethod. Chen et al. [9] pro-
posed an end-to-end deep sequence learning architecture for moving object detection. Li et al. [10] presented
a novel technique for background subtraction based on the dynamic autoregressive moving average (ARMA)
model. These methods used for moving objects detection can be divided into three main types: the optical
flow method, the deep learning method, and the difference method. In addition, the difference methods are
further divided into three categories [11,12], namely the unsupervised method [13], the supervised method [14,15],
and the semi-supervised method [16,17]. There are some drawbacks in the optical flow method, such as com-
plex computation and sensitivity to illumination mutation, which is not suitable for real-time moving objects
detection [18]. Compared with traditional algorithms, deep learning methods have the advantages of high de-
tection accuracy and strong fitting ability, but the size of the dataset determines the effect of detection, and
it is difficult to meet the needs of deploying in some special scenarios at any time without sufficient samples.
At the same time, they have higher requirements on the hardware environment, so the computational cost of
deep learning-based algorithms is higher than that of traditional algorithms [19–21]. The background difference
method has become the most widely used method for its outstanding superiorities in computation complexity
and efficiency, which is the hot spot in moving object detection field [22]. However, the detection results of the
background difference method depend on the accuracy of the background model. The way of establishing a
robust background model is the key to this method.

There are many methods for moving object detection based on background difference methods, including
Gaussian single model (GSM), Gaussian mixture model (GMM), and visual background extractor (ViBe)
method [23,24]. ViBe algorithm is a sample-basedmoving object detectionmethod, which has the advantages of
less calculation, small footprint, and fast processing speed. It is suitable for the real-time detection of moving
objects. Many researchers are focusing on the ViBe-based method of moving object detection. For example,
Talab et al. [25] proposed an approach for moving crack detection in video based on ViBe and multiple filter-
ing. Gao and Cheng [26] presented the use of the ViBe algorithm to extract smoke contours and shapes, which
finally makes the detection of smoke root more accurate. However, there are some deficiencies of the general
ViBe algorithm. For example, when the first frame of the video contains a moving object, there will be a ghost
area left in the current location, which will need a long time to be removed. In addition, there is often a shadow
problem in moving object detection based on the general ViBe algorithm.

To deal with the problems above for moving object detection based on ViBe method, various improvements
have been proposed. For example, Huang et al. [27] proposed a moving target detection algorithm based on the
improved ViBe algorithm by joining TOM (time of map) mechanism in the process of detection, where both
the spatial domain and the time domain information of the pixels were used to eliminate the ghost area. Qiu
et al. [28] presented a moving object detection method based on the strategy of ViBe algorithm and fused the
infrared imaging features, which can establish the pure background in a variety of complex conditions. Yue
et al. [29] introduced ant colony clustering algorithm and integrated it into the traditional ViBe framework and
extended the ViBe based on local modeling to a global modeling algorithm, which can deal with the target
adhesion problems but cannot effectively process shadows. The works above improve the performance of the
ViBe-based method to some extent. However, few of them considered the problems comprehensively. For
example, some methods considered the shadow problem, but they need a long computation time [30,31].

http://dx.doi.org/10.20517/ir.2022.07


Tang et al. Intell Robot 2022;2(2):130­44 I http://dx.doi.org/10.20517/ir.2022.07 Page 132

In this paper, an improved ViBe-based approach is proposed, where the problems of moving object detection
under natural scenes are fully considered including the ghost area problem, the dynamic background problem,
and the shadows problem, and some solutions are presented. Finally, various experiments were conducted
under different scenes for moving object detection task. The results show the efficiency and effectiveness of
the proposed approach.

The main contributions of this paper are summarized as follows: (1) A new background model based on
mode background modeling method is proposed to eliminate the ghost areas quickly; (2) An improved ViBe
approach is proposed based on an adaptive foreground detection and background updating method, where
the value of the eight neighboring pixels difference between the background and the current frame is used. (3)
A novel shadow elimination approach is presented, which is based on the HSV color space combined with
the edge detection method. Furthermore, the computation time and background updating mechanism of the
proposed approach are discussed.

This paper is organized as follows. Section 2 provides the related works about the ViBe-based method. Sec-
tion 3 presents the improved ViBe-based method for moving object detection. The moving object detection
experiments under various natural scenes are given in Section 4. Section 5 discusses the performance of the
proposed approach. Finally, the conclusions are given in Section 6.

2. RELATED WORKS
In the past few years, various foreground target detection methods have been proposed to build powerful and
flexible background models that can be used in surveillance scenarios with different challenges. One of the
most widely used probabilistic models is the GMM [32], which models each pixel using a mixture of Gaussian
models rather than modeling all pixel values as a distribution. For example, Kaewtrakulpong and Pakorn [33]

modified the update equation of GMM for improving the accuracy and proposed a shadow detection scheme
based on the existing GMM. Hofmann et al. [34] used a constantly adapted number of Gaussian distributions
of the GMM for each pixel.

As for nonparametric approaches, Barnich and Droogenbroeck [35,36] proposed the ViBe-based method, where
the current pixel value is compared to its closest sample within the collection of samples. First, the pixel values
of the detected frames are matched with the corresponding models. The threshold value determines whether
it belongs to the background or the foreground; for the matching pixel, the background model of the pixel and
its neighborhood is updated by a random update mechanism. The method is simple to operate and detects
well in static backgrounds but has fixed parameters. This limits the algorithm’s ability to adapt to dynamic
backgrounds (surface ripples, leaf shaking, etc.), and its neighborhood diffusion update strategy causes slower-
moving foreground targets to blend into the background too quickly, increasing false detections. Its single-
frame input image initialization strategy creates a “ghost” area when the input image contains foreground
targets. In addition, there is often a shadow problem in moving object detection based on the general ViBe
algorithm, which affects the accuracy of the background model.

To deal with the problems above for moving object detection based on ViBe method, various improvements
have been proposed. For example, Zhu et al. [37] proposed a fast and efficient improvement of ViBe algorithm
based on the edge characteristic info and neighborhoodmean filter, but there are a lot of holes inside the detec-
tion area. Chen et al. [38] combined physical shadow theory and C1C2C3 color space for the shadow removal.
Yang et al. [39] used two thresholds to describe the uncertainty in the ViBe-based color video detection, and
they used evidence theory to model and handle the uncertainty. Liu et al. [40] used the temporal and spatial
information of the pixels to initialize the background model, and then combined the background sample set
with the neighborhood pixels to determine the complexity of the background and obtain an adaptive segmen-
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Figure 1. Flow diagram of the improved ViBe-based approach for moving object detection.

tation threshold, which can also obtain a better performance in complex dynamic backgrounds but cannot
effectively remove shadows.

3. METHODS
In this paper, the problem of moving object detection based on ViBe method is studied. The basic idea of the
ViBe method uses neighboring pixels to establish the background model and then compares the background
model with the current pixel value to detect the foreground. There are three main steps in the ViBe method,
namely the background initialization, the foreground object detection, and the background model updating.
Aiming at the problems in the three main steps, some improvements are proposed in this study. The flow chart
of the proposed approach is shown in Figure 1 and the main steps of the proposed approach are introduced in
detail as follows.

3.1. Mode method based background modeling
The initial background selection is the first step in the ViBe-based method, which will directly influence the
detection results. If it can be extracted correctly, the accuracy of the object detection will increase. In general,
the ViBe method uses the first frame as the initial background [41], namely

𝐵(𝑥, 𝑦) = 𝑉𝐹 (𝑥, 𝑦) (1)

where 𝐵(𝑥, 𝑦) is the pixel value of the background and𝑉𝐹 (𝑥, 𝑦) is the pixel value of the first frame in the video.
Although the method using the first frame is simple and efficient, it will fail when there is a moving object
in the first frame. To deal with this problem, some improvements are proposed, such as the mean method,
which needs to store more video frames and has the problem of shadows [42]. In this paper, the mode method
is introduced to extract the initial background frame [43]. The basic idea of the mode method for background
modeling is that few previous frames are used to obtain an optimized background model. The pixel value of
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 Initialize the parameters; Input the prepared image to matrix Im; 

For  n = 1:N_Frame      % N_Frame is first few frames of video；

Iy = Convert_gray ( Im )   % Convert the image Im to a gray image Iy; 

Θ = Save_gray ( Iy )      % Save the grayscale value of Iy to the array; 

End for 

For  j = 1:N_Pixel         % N_Pixel is the number of pixels in the image;

C = Ceil ( Θ/E ) 

% Ceil ( ) is a function to rounds the elements of the data to the nearest integers towards 

infinity; E is an integer number. 

Mf = Mode ( C ) 

% Mode ( ) is a function to returns the sample mode of C, which is the most frequently 

occurring value in C; 

Num = Count ( C==Mf ) 

%Count ( ) is a function to calculate the number of the pixel where C==Mf 

Mode_save = Mf 

% Save the mode value of Mf to the array;  

R (x, y) = Mode_save (x, y)*E  

% Calculate the value of the array; 

End for 

Return B (x, y) = R (x, y) 

% Output the initial background image Ib, which is constructed by the pixel B(x, y); 

//// The pseudo-code of the Mode Background Method //// 

Figure 2. The pseudo-code of the mode background method.

the background is calculated by

𝐵(𝑥, 𝑦) =

𝑁𝑢𝑚∑
𝑘=1

𝑉𝑘 (𝑀ode(𝐶))

𝑁𝑢𝑚
(2)

where𝑀𝑜𝑑𝑒(𝐶) is a function to return themode number of the sample, which is themost frequently occurring
value in this sample. 𝑁𝑢𝑚 is the number of the mode numbers in the sample. Here, 𝐶 is defined as follows:

𝐶 = 𝐶𝑒𝑖𝑙 (Θ/𝐸) (3)

where 𝐶𝑒𝑖𝑙 (·) is a function to round the elements of the data to the nearest integers towards infinity. Θ is the
grayscale value of the gray image obtained from the original image. To extract most of the numbers appearing
in the array Θ by the function 𝐶𝑒𝑖𝑙 (·), the range of Θ is reduced by dividing an integer 𝐸 . In this study, 𝐸 is
set as 5, namely the grayscale images are separated with five grayscale levels, which can improve the contrast
of different elements in the image and reduce the influence of small speckles on target extraction. The pseudo-
code of the mode method for background modeling is shown in Figure 2.

After the background of the video is established, the ViBe method is used to initialize the background model,
which is based on the domain model. For each pixel 𝑝(𝑥, 𝑦) of the background image, the sample set 𝑀 (𝑥, 𝑦)
of it is:

𝑀 (𝑥, 𝑦) = {𝑉1, 𝑉2, · · ·𝑉𝑛}, 𝑖 = 1, 2, · · · 𝑛 (4)

where 𝑛 is the number of the neighboring sample. 𝑉𝑖 is the value of a sample that is randomly chosen from
the 8-connected neighborhood of each pixel (see Figure 3a). When the sample sets of all the pixels in the
background are obtained, a background model is set up.
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Figure 3. The ViBe-based method: (a) the eight neighbor domain; and (b) the background model of ViBe.

3.2. Adaptive updating mechanism for ViBe method
When the background of the video is established, the next step is to detect the moving objects. The basic
discrimination mechanism for the general ViBe method is as follows: for each pixel in the new frame of the
video, a sphere 𝑆𝑅 (𝑉 (𝑥, 𝑦)) of radius 𝑅 centered on the value 𝑉 (𝑥, 𝑦) of the pixel is defined (see Figure 3b).
Then, the pixel of the new frame can be determined as the background or foreground by [44]:

𝐹𝑙𝑎𝑔1(𝑥, 𝑦) =
{

1, Ψ{𝑆𝑅 (𝑉 (𝑥, 𝑦)) ∩ 𝑀 (𝑥, 𝑦)} ≤ 𝐾

0, Ψ{𝑆𝑅 (𝑉 (𝑥, 𝑦)) ∩ 𝑀 (𝑥, 𝑦)} > 𝐾 (5)

where functionΨ{𝑆𝑅 (𝑉 (𝑥, 𝑦))∩𝑀 (𝑥, 𝑦)}means the cardinality of the set intersection of the sphere 𝑆𝑅 (𝑉 (𝑥, 𝑦))
and the collection of 𝑀 (𝑥, 𝑦). 𝐾 is a threshold. If 𝐹𝑙𝑎𝑔1(𝑥, 𝑦) = 1, it means the pixel point 𝑝(𝑥, 𝑦) belongs to
foreground. Otherwise, it means the pixel point 𝑝(𝑥, 𝑦) belongs to background.

The last step is to randomly update the backgroundmodelwith each new frame. Because of the strong statistical
correlation between a pixel and its neighboring pixel, when a pixel is detected as the background pixel, it has
a probability of 1/𝛼 to update model sample set (where 𝛼 is called update rate). Meanwhile, it also has the
probability of 1/𝛼 to update the background model of neighboring pixels.

From the discriminationmechanism of the original ViBe algorithm in Figure 3a,b, we can see that the detection
radius 𝑅 and the update rate 𝛼 are two very important parameters. In general, the detection radius 𝑅 should be
larger and the update rate 𝛼 should be smaller in the dynamic background, to make more pixels be classified
as background, and vice versa. However, in the general ViBe algorithm, the values of the parameters 𝑅 and 𝛼
are predefined by the designers, which reduce the adaptivity of the ViBe algorithm. Because the value of the
eight neighboring pixels difference between the background and the current frame is the factor that can reflect
the complex degree of background, it is used to determine the values of the detection radius 𝑅 and the update
rate 𝛼 adaptively. Namely,

𝑅 =

{
𝑅0 · (1 + 𝑎), 𝑎 > 𝜏0
𝑅0 · (1 − 𝑎), 𝑎 ≤ 𝜏0

(6)

𝛼 =

{
𝛼0 · (1 − 𝑎), 𝑎 > 𝜏0
𝛼0 · (1 + 𝑎), 𝑎 ≤ 𝜏0

(7)

where 𝑅0 and 𝛼0 are the initial values of the detection radius 𝑅 and the update rate 𝛼; 𝜏0 is a threshold; and 𝑎
is a parameter to judge the change of the current scenario, which is calculated by

𝑎=
∑
𝐷𝑘+1(𝑥, 𝑦)
𝑁

(8)
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Here, 𝑁 is the number of pixels. 𝐷 (𝑥, 𝑦) is the difference of the pixels between two images 𝐼𝑘+1(𝑥, 𝑦) and
𝐼𝑘 (𝑥, 𝑦), namely

𝐷𝑘+1(𝑥, 𝑦) =
{

0, |𝐼𝑘+1(𝑥, 𝑦) − 𝐼𝑘 (𝑥, 𝑦) | < 𝜏1
1, Otherwise

(9)

where 𝜏1 is a threshold to reduce the effects of the moving objects.

Remark: The mode background method can eliminate the foreground target that appears in the previous
frames. The subsequent frames of the video sequence continuously update the “ghost” area to set it as the
background, which can effectively speed up the “ghost” area removal.

3.3. Shadow removal strategy
Shadow is a common problem in moving object detection, and how to remove the shadow is a hot topic in
the field of computer vision [45,46]. In this paper, an improved method based on the HSV color space is used
to complete the shadow removal task. The main reason for using the HSV color space is that it is very close to
the characteristics of human vision considering the existing methods, which is more accurate than RGB color
space for shadow removal. However, there are many parameters of the traditional HSV that need to be set in
different video environments, such as the thresholds used for the shadow judgment [47]. In addition, when there
is no significant difference on the color attribute between the moving object and the shaded area, the accuracy
of shadow removal based on the traditional HSV color space will be decreased. To deal with these problems,
an improved shadow removal strategy is proposed in this paper. The basic idea of the proposed method is that
the shadow area can be effectively distinguished by using the characteristics of shadow intensity reduction and
color invariance theory, because the HSV color space can directly reflect the color characteristics of the image.
The main procedures of the proposed method are as follows:

(1) The HSV space transformation is done. Then, the values of the 𝐻, 𝑆, and 𝑉 components are obtained.
Since the value𝑉 is a direct measure of the brightness of the color, the brightness of these pixels is significantly
reduced in the shadow part. The difference of the brightness is denoted as 𝐷𝑉 (𝑥, 𝑦), which is defined as follows:

𝐷𝑉 (𝑥, 𝑦) = 𝑡𝑉 (𝑥, 𝑦)/𝐵𝑉 (𝑥, 𝑦) (10)

where 𝑡𝑉 (𝑥, 𝑦) is the 𝑉 value of current image frame. 𝐵𝑉 (𝑥, 𝑦) is the 𝑉 value of background frame. For any
pixel points 𝑝(𝑥, 𝑦), the brightness value between the current frame and background frame is used to determine
whether the current pixel is a shadow point. The decision strategy is as follows:

𝐹𝑙𝑎𝑔2(𝑥, 𝑦) =
{

1, 𝜏2 ≤ 𝐷𝑉 (𝑥, 𝑦) ≤ 𝜏3
0, Otherwise

(11)

where 𝐹𝑙𝑎𝑔2(𝑥, 𝑦) is a flag. 𝜏2 and 𝜏3 are two thresholds for shadow detection.

(2) When the chromaticity of the object is similar to the shadow, the shadow area will be enlarged based on
the brightness detection above. To deal with this problem, an improved method is proposed based on the
forming mechanism of shadow. Namely, for each shadow pixel 𝑝(𝑥, 𝑦), its darkness level is limited, because it
is darkened for the blocking out of the illumination source, but there is the presence of ambient illumination.
In addition, the shadow pixels are mostly in gray areas. The decision strategy is as follows:

𝐹𝑙𝑎𝑔3(𝑥, 𝑦) =
{

1, 𝑡𝑆 (𝑥, 𝑦) ≤ 𝜆1 and 𝑡𝑉 (𝑥, 𝑦) ≥ 𝜆2
0, Otherwise

(12)

where 𝐹𝑙𝑎𝑔3(𝑥, 𝑦) is a flag; 𝑡𝑆 (𝑥, 𝑦) is the saturation of the pixel point of current image frame; 𝜆1 is the maxi-
mum value of the saturation in the gray range; and 𝜆2 is the minimum value within the gray range. Then, the
shadow area can be detected by:

𝐼 (𝑥, 𝑦) =
{

1, 𝐹𝑙𝑎𝑔2(𝑥, 𝑦) = 1 and 𝐹𝑙𝑎𝑔3(𝑥, 𝑦) = 1
0, Otherwise

(13)
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At the same time, to ensure the integrity of the foreground targets, the Canny edge detection is performed after
finding the different image between the current frame and the background frame [48].

The whole work flow of the proposed approach for the moving objects detection is as follows:

Step1: Initialize the background model based on the mode method.

Step2: Convert the current frame and the background model to gray space, and then detect the foreground
objects which include shadows, based on the proposed ViBe algorithm with the adaptive detection radius 𝑅
and update rate 𝛼.

Step3: Convert HSV color space transformation for the current frame and detect the shadows by the color
invariance theory at the shadow and the background.

Step4: Carry out an “AND” operation on the results obtained from Steps 2 and 3 to remove the shadow of the
foreground targets.

Step5: Find the difference image between the current image frame and the background frame and perform
Canny edge detection.

Step6: Carry out an “OR” operation on the results obtained from Steps 4 and 5 to ensure the integrity of the
foreground objects.

4. RESULTS
To test the performance of the proposed approach, some experiments were carried out on several benchmark
datasets including Highway, Bungalow, Cars, and People [49,50]. These experiments were coded by Python on a
computer with 8G RAM and i7-4720HQ 2.60GHz CPU. Seven indices were used to evaluate the performance
of detection: recognition rate of foreground (RE), recognition rate of background (SP), false positive rate (FPR),
false negative rate (FNR), percentage of wrong classification (PWC), precision (PRE), and F-score (F) (see [51]

for the details of these indices). For these indices, the larger are the RE, SP, PRE, F, the more accurate is the
detected target area, and the smaller are the FPR, FNR, PWC, the more accurate is the detected background.
The values of the parameters used in these experiments are the same and listed in Table 1. To show the efficiency
of the proposed improved approach (I-ViBe), it was compared with the Gaussianmixturemodel basedmethod
(GMM) and the general ViBe-basedmethod (G-ViBe). In the general ViBe-basedmethod, the detection radius
𝑅 and the update rate 𝛼 are equal to 𝑅0 and 𝛼0 in the proposed approach.

4.1. The experiment for single object detection
To test the basic performance of the proposed approach, two experiments were conducted where only one
object was detected. The datasets used for this experiment were Walk (Clip1) and Bungalows (Clip2). Two
clips of the two videos were used to test the three detection methods, where the frame with the moving object
was used as the detection frame (see Figure 4b). The results of the two experiments are shown in Figure 4. The
evaluations for the three methods are listed in Table 2.

The results in Figure 4 show that all the three methods can detect the moving object effectively in this simple
experiment, and the results in Table 2 show that the proposed approach has better detection results in most
of the indices than the other two methods. In addition, the detection results on Walk (Clip1) show that the
general ViBe cannot deal with the ghost problem, while the proposed ViBe can remove the ghost area very
well. The detection results on Bungalows (Clip2) show that the proposed ViBe can remove the shadow more
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Table 1. Parameters of the proposed method

Parameters Values Remarks

𝐸 5 A given threshold in Equation (3)

𝐾 1 A given threshold in Equation (5)

𝑅0 20 The initial detection radius

𝛼0 16 The initial update rate

𝜏0 0.2 A given threshold in Equations (6) and (7)

𝜏1 1 A given threshold in Equation (9)

𝜏2 0.2 A given threshold in Equation (11)

𝜏3 0.7 A given threshold in Equation (11)

𝜆1 43 A given threshold in Equation (12)

Clip1

Clip2

  (a)   (b)   (c)   (d)   (e)   (f)

Figure 4. The moving object detection experiments on the videoWalk (Clip1) and Bungalows (Clip2): (a) the first frame; (b) the frame for
detection; (c) the ground-truth; (d) the result of GMM; (e) the result of G-ViBe; and (f) the result of I-ViBe.

Table 2. The valuation of the three methods for moving object detection inWalk and Bungalows

The valuation The video clip of Walk The video clip of Bungalows

indices GMM [32] G-ViBe [35] I-ViBe GMM [32] G-ViBe [35] I-ViBe

SP 0.9995 0.9804 0.9985 0.9310 0.9401 0.9854

RE 0.7758 0.9483 0.9612 0.8570 0.7999 0.9636

FPR 0.0004 0.0195 0.0014 0.0689 0.0598 0.0145

FNR 0.2241 0.0516 0.0387 0.1429 0.2000 0.0363

PWC 0.0060 0.0203 0.0021 0.0826 0.0879 0.0186

PRE 0.9779 0.5647 0.9272 0.7395 0.7702 0.9390

F 0.8652 0.7079 0.9493 0.7939 0.7847 0.9511

effectively than the other two methods (see Figure 4e,f).

4.2. The experiment for multiple objects detection
To test the performance of the proposed approach in multiple moving objects detection, two experiments
were conducted on the dataset Highway (Clip1) and People (Clip2). The results are shown in Figure 5, and the
evaluations for the three methods in this experiment are shown in Table 3.

The results of the experiment onHighway (Clip1) show that there are lots of errors based on the GMMmethod
and the general ViBe method, because there are some leaves shaking in the background having similar color
attribute with the vehicles. However, the proposed approach can deal with this problem efficiently, which is
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Clip1

Clip2

  (a)   (b)   (c)   (d)   (e)   (f)

Figure 5. The moving object detection experiments on the video Highway (Clip1) and People (Clip2): (a) the first frame; (b) the frame for
detection; (c) the ground-truth; (d) the result of GMM; (e) the result of G-ViBe; and (f) the result of I-ViBe.

Table 3. The valuation of the three methods for moving objects detection on Highway and People

The valuation The video clip1 The video clip2

indices GMM [32] G-ViBe [35] I-ViBe GMM [32] G-ViBe [35] I-ViBe

SP 0.8765 0.9910 0.9979 0.9998 0.9915 0.9992

RE 0.7843 0.8554 0.9674 0.1545 0.8616 0.9849

FPR 0.1234 0.0089 0.0020 0.0001 0.0084 0.0007

FNR 0.2156 0.1445 0.0325 0.8454 0.1383 0.0150

PWC 0.1307 0.0196 0.0041 0.0059 0.0097 0.0008

PRE 0.3532 0.8918 0.9713 0.8834 0.5110 0.8943

F 0.4871 0.8732 0.9694 0.2630 0.6415 0.9374

Clip1

Clip2

  (a)   (b)   (c)   (d)   (e)   (f)

Figure 6. The moving object detection experiments under challenging conditions: (a) the first frame; (b) the frame for detection; (c) the
ground-truth; (d) the result of GMM; (e) the result of G-ViBe; and (f) the result of I-ViBe.

combined with the edge information (see Figure 5 and Table 3). Furthermore, there are also ghost problems in
the detection results of the experiment on People (Clip2) based on the G-ViBe, because the first frame includes
the moving objects (see Figure 5e).

4.3. The experiment under challenging conditions
To further test the performance of the proposed method for moving object detection under some challenging
conditions, two extensive experiments were conducted in the dataset of Fall (Clip1) and Boulevard (Clip2),
respectively. In the Fall dataset, the background is changing obviously because of the leaves shaking violently.
In the Boulevard dataset, the video is blurry due to the shake of the camera. The results of these experiments
are shown in Figure 6 and Table 4.

The results in the two experiments show that the performances of all the three methods decrease under dy-
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Table 4. The valuation of the three methods for moving object detection under challenging conditions

The valuation The video Clip1 The video Clip2

indices GMM [32] G-ViBe [35] I-ViBe GMM [32] G-ViBe [35] I-ViBe

SP 0.9547 0.8765 0.9960 0.9850 0.9025 0.9974

RE 0.8755 0.7496 0.7184 0.8643 0.9258 0.9574

FPR 0.0452 0.1234 0.0039 0.0149 0.0974 0.0025

FNR 0.1244 0.2503 0.2815 0.1356 0.0741 0.0425

PWC 0.0481 0.1285 0.0106 0.0219 0.0957 0.0051

PRE 0.4245 0.2016 0.8202 0.7819 0.4173 0.9617

F 0.5718 0.3178 0.7659 0.8210 0.5753 0.9595

  (a)   (b)   (c)   (d)   (e)   (f)

Figure 7. The moving object detection experiments on the video Fall: (a) the first frame; (b) the frame for detection; (c) the ground-truth;
d) the result of G-ViBe; (e) the result of F-ViBe; and (f) the result of I-ViBe.

namic environments. Themain reason is that all the threemethods are based on themechanism of background
subtraction. However, the performance of the proposed approach does not decrease dramatically compared
with other two methods (see the values of PRE and F in Table 4). This performance of the proposed approach
is very important for the real application of moving object detection.

5. DISCUSSION
The results presented in Section 3 show that the proposed approach can deal with the ghost area problem and
remove the shadow very well. In addition, the evaluation indices of the proposed approach are better than the
GMM method and the general ViBe method. In this section, some performances of the proposed approach
are discussed, including the computation complexity and the background updating mechanism.

One key part of the ViBe-based approach is the background updating mechanism, so the performance of the
improvement in this part for the proposed method is discussed first. An experiment was conducted in the
dataset of Fall, where the proposed approach was compared with two methods. The first one is the general
ViBe. The second one is a method which has the same parameters and work flow as the proposed approach,
except that the background updating mechanism is based on the fixed detection radius and updating rate,
and this method is called F-ViBe. The experimental results of Section 3.3 are used as reference, as shown in
Figure 7 and Table 5. The experimental results show that the proposed approach can deal with the dynamic
environment better than the other two methods. Thus, the background updating mechanism is very efficient
for moving object detection under complex environment. In addition, the detection radius and updating rate
of the F-ViBe method are given by the designer, which need more experience and time.

Another important index of themoving object detectionmethod is the real time problem, because the speed of
the moving object is very high sometimes. The proposed approach has two main differences with the general
ViBe method, the background modeling and updating mechanism and the shadow removal strategy. Thus,
the time needed in all the three experiments of Clip1 in Section 3 is divided into two parts, the time for the
background modeling and the time for moving object detection (including background updating).
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Table 5. The moving object detection experiments based on different background discrimination mechanism

The valuation indices G-ViBe [35] F-ViBe I-ViBe

SP 0.8765 0.9738 0.9960

RE 0.7496 0.7394 0.7184

FPR 0.1234 0.0261 0.0039

FNR 0.2503 0.2605 0.2815

PWC 0.1285 0.0328 0.0106

PRE 0.2016 0.4551 0.8202

F 0.3178 0.5634 0.7659

Table 6. The moving object detection experiments based on different background discrimination mechanism

The video Computation time (s) GMM [32] G-ViBe [35] I-ViBe

Clip1 of Section 4.1 background modeling 0.4042 1.9662

(180 ∗ 144) object detection 0.0337 0.1028 0.1508

Clip1 of Section 4.2 background modeling 0.4077 2.0265

(320 ∗ 240) object detection 0.0353 0.1049 0.2503

Clip1 of Section 4.3 background modeling 0.4966 2.2822

(720 ∗ 480) object detection 0.0798 0.1229 0.4138

The results in Table 6 show that more time for the object detection is needed using G-ViBe and I-ViBe than the
GMMmethod, because the GMMmethod selects the initial background frame randomly. For high resolution
videos, the proposed ViBe method takes more time to compare the values of pixels in each channel of the HSV
space, so the time for object detection increases. In addition, the results show that more time is needed in
the ViBe based approach during the background modeling process, which can be off-line proceeded and will
not affect the real-time moving object detection. For off-line processing, multiple images of the detection area
can be collected in advance, and the mode background method can be used for modeling. In the subsequent
detection tasks, there is no need to repeat the modeling. Thus, the proposed approach has a better comprehen-
sive performance than both the GMMmethod and the G-ViBe method, although the computation time of the
proposed approach is relatively higher than the other two methods, which is a problem for further study.

6. CONCLUSIONS
In this paper, we present an improved moving object detection approach based on ViBe algorithm. During
the process of foreground region extraction, the initial background is obtained by the previous few frames
and then updated by the value of the eight neighboring pixel difference between the background and the
current frame. In addition, a shadow removal strategy is adopted by combining the HSV color space and the
edge information. Most of the parameters in the proposed method are calculated adaptively, which is very
important for the adaptivity of moving object detection method. The experiments showed that the proposed
approach can deal with moving object detection efficiently in various situations, such as the severe shadow
problems in the foreground and the presence of moving objects in the first frame. In addition, the proposed
approach can be used for real-time moving object detection. In future work, some more efficient methods
based on artificial intelligence algorithms should be studied to improve the accuracy and real-time ability for
moving object detection.
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